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ABSTRACT

We have developed a robust and rapid computational method for processing the raw spectral data collected from thin film optical interference biosensors. We have applied this method to Interference Reflectance Imaging Sensor (IRIS) measurements and observed a 10,000 fold improvement in processing time, unlocking a variety of clinical and scientific applications. Interference biosensors have advantages over similar technologies in certain applications, for example highly multiplexed measurements of molecular kinetics. However, processing raw IRIS data into useful measurements has been prohibitively time consuming for high-throughput studies. Here we describe the implementation of a lookup table (LUT) technique that provides accurate results in far less time than naive methods. We also discuss an additional benefit that the LUT method can be used with a wider range of interference layer thickness and experimental configurations that are incompatible with methods that require fitting the spectral response.

KEYWORDS

nanobiotechnology; biosensors; label free; high-throughput; interference reflectance spectroscopy; thin film interference biosensing

ARTICLE HISTORY

Received 13 August 2015
Accepted 2 November 2015

1. Introduction

Over the past 25 years, a variety of label-free biosensing devices have been developed around the principle of thin film reflectance interference [1–6]. Thin film interference biosensors detect the accumulation of biological film on the sensor by measuring variations in the optical thickness of thin film coated with specific molecular probes via changes in the reflectance or transmittance spectrum. Reflectometric biosensors are slightly different than ‘refractometric’ label free optical biosensors which often utilize surface plasmon resonance to detect biomolecular adhesion via changes in the local refractive index of the media [7,8]. Crucially, this difference may have certain advantages in situations where the refractive index of the immersion medium is not constant or precisely known: for example, quantitative detection in complex media or measurement of temperature-dependent molecular interactions [9].

Generally, reflectance interference biosensors tend to be low-cost and optically robust with limits of detection in the range of 1-10 pg mm$^{-2}$ [2,10]. Reflectance interference biosensors can be further categorized into spectral and nonspectral (usually polarization) methods. Nonspectral methods such as Surface-enhanced Ellipsometric Contrast, Brewster Angle Straddle Interferometry, and the Adarza AIR™ image the oblique specular reflection of a narrowband light source from a near-perfect anti-reflection coating [5,6]. Biomolecule binding slightly changes the film thickness, and can be easily detected as an increase in the amount of reflected light. SEEC and AIR™ use coherent illumination, precise orientation alignment (< 1°), and tight tolerances on the substrate thickness to maximize sensitivity. BASI relaxes many of these tight specifications at the cost of maximum theoretical sensitivity. Since all of these techniques use oblique imaging (50 – 70°), they have inherent limitations on both image resolution and field-of-view.

The Interferometric Reflectance Imaging Sensor (IRIS) is a spectral approach that uses an extremely simple optical setup yet routinely obtains limits-of-detection in the range of 10-100 pg ml$^{-1}$ [11]. IRIS utilizes a thin film reflecting Si – SiO$_2$ substrate that is imaged with a simple, large field-of-view reflecting microscope (Figure 1(a)). It has so far been applied in the following applications: (i) kinetics measurements of protein–protein interactions [12], (ii) kinetics measurements of DNA dehybridization for mutation detection [13], (iii) multiplexed virus screening [14], and (iv) quantification of spotting immobilization for calibrated fluorescence [15].

In IRIS, the reflectance spectrum can be sampled by sequential illumination with four narrowband LEDs and
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A lookup table (LUT) is a data structure that allows the results of a computation to be saved and reused in an efficient manner. They are used widely across many different disciplines, from the multiplication tables memorized by primary schoolers to encoding Boolean logic in field-programmable gate arrays. In biosensing applications, relatively small (50 pm to 5 mm) changes in the OPD are of interest. Here we describe how implementation of a LUT side-steps these challenges of data-intensive measurements.

2. Materials and methods

2.1. Fitting the reflectance spectrum of a thin film

Here we describe the system of equations that is used to calculate film thickness from four reflected intensity measurements. In the original naive method, this is performed for every image pixel. In the new method, this is used to generate a single LUT which is rapidly applied across the entire image.

The reflectivity of a thin film is a strong function of wavelength, due to the interference of reflections at proximal and distal interfaces of the film. The extra distance travelled by waves reflecting off the distal interface is called the optical path difference (OPD) and is a function only of the index of refraction of the film and the angle of incidence. The Fresnel equations may be used to calculate the reflectance spectrum $R$ of a simple film:

$$ R = \frac{r_{12}^2 + r_{23}^2 + 2r_{12}r_{23}\cos(2\phi)}{1 + r_{12}^2r_{23}^2 + 2r_{12}r_{23}\cos(2\phi)}; \quad (1) $$

where $r_{ab}$ represents the wavelength-dependent media–SiO$_2$ interface and $r_{23}$ represents the SiO$_2$ – Si interface:

$$ r_{ab} = \frac{n_a - n_b}{n_a + n_b} \quad (2) $$

where $n$ is the wavelength-dependent refractive index of the material. In Equation (1), $\phi$ is the OPD between the two reflections (again, assuming normal incidence):

$$ \phi = \frac{2\pi n_2 d}{\lambda} \quad (3) $$

Here, $d$ is the SiO$_2$ film thickness. The spectral reflectance curve in Equation (1) can be used to determine how much light is reflected, when illuminated with a particular source, by multiplying the source electric field amplitude $|E_{led}|$ the spectral reflectance curve $R$, and the camera sensor’s wavelength-dependent quantum efficiency $QE$, and integrating over the useable bandwidth of the detector:

$$ I_x(d) = \int_{\lambda=350\text{nm}}^{\lambda=750\text{nm}} [R(d, \lambda) |E_{led-x}(\lambda)| QE(\lambda)]^2 d\lambda \quad (4) $$

In Equations (4) and (5) below, $x$ is the index number of the illumination LED (i.e. 1-blue, 2-green, 3-orange, and 4-red). Combining Equation (4) for all of the LED channels provides the nonlinear system of equations that are used to solve for the film thickness.

$$ \begin{bmatrix} I_{obs1} \\ I_{obs2} \\ I_{obs3} \\ I_{obs4} \end{bmatrix} = A \begin{bmatrix} I_1(d) \\ I_2(d) \\ I_3(d) \\ I_4(d) \end{bmatrix} + B \quad (5) $$

Here, $A$ and $B$ and film thickness $d$ are the scalar fit parameters. This system of equations was solved with the nonlinear least-squares curve fitting solver *lsqcurvefit* in MATLAB.

2.2. Substrate and reagent preparation

Si – SiO$_2$ thin film substrates were purchased from Silicon Valley Microelectronics (Santa Clara, CA) with a nominal thickness of 100 nm and were either pre-patterned by the supplier or patterned using standard photolithography and buffered oxide etch. Substrates were diced and then coated with DMA-NAS-MAPS, a co-polymer shown to improve DNA and protein immobilization and hybridization efficiency [16]. 60-bp aminated DNA probe oligonucleotides and 62-bp unmodified target oligonucleotides with a 15-bp complementary region were purchased from Integrated DNA Technologies (Coralville, IA). DNA microarray spots of varying immobilization densities but constant size were created by varying the spotting concentration of aminated DNA from 1 to 16 $\mu$M while keeping the total DNA concentration constant by supplementing with an auxiliary nonaminated DNA species.

2.3. Measurement instrumentation and procedure

Measurements were obtained using a simple and automated optical setup described in detail elsewhere [10]. Briefly, Köhler illumination from four LEDs is projected onto the substrate via a nonpolarizing beamsplitter and imaged using a low magnification objective and a scientific camera. Sequential measurements with each LED were acquired in an automated manner using micro-manager [17]. 100 frames were acquired and averaged for each LED channel before saving to reduce shot noise.

Spatial variations in illumination were addressed by normalizing images pixel-wise with an image of clean bare silicon acquired with identical instrument settings. Temporal and inter-channel variations in illumination are addressed similarly, by normalizing each image by the average intensity within a region of bare silicon that was etched for this purpose into each IRIS substrate.
LUT is used to measure heights relative to the average baseline thickness across the rest of the image(s). In the LUT approach, not all four color channels are used once the baseline thickness is found – rather, the channel most sensitive to film thickness is selected (i.e. the channel with the greatest absolute average slope that is monotonic).

Once a LUT has been generated for a particular experimental configuration, it can be used for all subsequent experiments that use that same configuration. Since the LUT is not a linearization, it may be generated to have a wide-enough range to encapsulate manufacturing variability in film thickness (i.e. ±15 nm). A new LUT must be generated if (a) the substrate has an unknown thickness, (b) the substrate is outside the range of existing tables, or (c) some part of the optical configuration has been changed, such as the microscope objective or the immersion medium.

3. Results and discussion

To validate the LUT approach in a practical setting, an IRIS DNA microarray was imaged and processed using both curve fitting and the LUT, and compared (Figure 2(a)). Spot ‘heights’ were then calculated. The height of a microarray spot is defined as the quantitative increase in OPD caused by the immobilized DNA, as compared to the local baseline oxide thickness. Spot heights were calculated by manually selecting the boundary of each spot to find the region’s average thickness, and then subtracting from that the average film thickness of a surrounding annular region. Spot height measurements were found to agree closely, but not perfectly (Figure 2). While the grayscale representations of film thickness look nearly identical, the LUT approach consistently over-estimates spot heights (as compared to curve fitting) by about 7–10%.

This systematic error between methods was not observed when comparing measurements of bare SiO₂ films of a variety of thicknesses, which suggests that its cause is linked to biological material optical properties. Indeed, both the curve fitting and LUT methods assume that the optical properties of the biological film are identical to that of the baseline film of SiO₂, to avoid more complex multi-film calculations where the optical properties of the packed biomolecules is unclear. Undoubtedly, this approximation effects the two methods differently as they each weigh the spectral information differently. However, the two methods are highly proportional (R² = 0.91), indicating that the LUT may be used as an alternative to pixel-by-pixel curve fitting. Crucially, while the curve fitting approach took about 8 min to process this data-set on a computing cluster, applying the LUT took only 50 ms once the LUT was generated. Also, the generated LUT may be

2.4. LUT generation and use

The first step of processing is to normalize (divide) each image by the reflectivity of a region of bare silicon, to account for variations in illumination intensity. An etched region is identified automatically using feature recognition. The reflectivity of the SiO₂ film is then measured by automatically selecting a region of the image with no biomolecules and averaging the signal from each channel – these are I_{obs1−4} in Equation (5). Nonlinear curvefitting is used to find the parameters A, B and d – the baseline film thickness. Those parameters are then used in Equation (5) to calculate the predicted reflectivity of each channel over a range of nearby film thicknesses (i.e. d ± 5 nm). This is the LUT shown in Figure 1(c). Depending on the number of points to calculate, this step takes 10 to 30 s. Finally, this

Figure 2. (a) Grayscale representations of the measured film thickness of a 100 nm IRIS DNA microarray, processed with either curve fitting (left) or LUT (right). A single data-set was processed using both pixel-by-pixel curve fitting on a computing cluster (MGrid approx. 8 min) and the LUT approximation on a laptop computer (approx. 50 ms). The region shown is 1.9 x 1.4 mm. (b) Scatterplot comparing spot heights as measured using the two techniques. The dashed line represents equivalence (y = x), and the dotted line represents the least-squares linear regression (y = 0.93x – .12, R² = .91).
accurately measured either during fabrication or with IRIS prior to the experiment, this knowledge can be used to generate a LUT for these situations. We demonstrated this by measuring the dehybridization of DNA from microarray spots on a 100 nm IRIS substrate in liquid (Figure 3). A DNA microarray of identical spots was incubated with its complement sequence and was then incorporated into a simple flow cell with a coverglass window and imaged while immersed in 2× SSC hybridization buffer. The DNA was rapidly and thoroughly dehybridized by rinsing with 0.1 M NaOH for 1 min, then

Figure 3. LUT processing can be used with substrates or configurations that cannot be measured using curve fitting. (a–d) Grayscale representations of film thickness (nanometers) calculated from IRIS measurements using a LUT, before (a) and after (b) dehybridization of unmodified DNA by flowing 0.1 M NaOH for 1 min. The residual (c) and 10-pixel-wide line average (d) show spot heights decrease by about 1.5 nm. The substrate was measured in water immediately before and after dehybridization. Processing this measurement with spectral curve fitting is impossible because the reflectance spectrum of 100 nm IRIS substrates in water monotonically decreases in the visible band. However, the LUT method can still be used to make accurate measurements. 100 frames (approx. 300,000 electrons per pixel totally) were collected and averaged for each image, taking about 10 s each – the LUT conversion from reflectance to nanometers can be performed in real time (approx. 50 ms). (e) Model predictions of the absolute value of the change in reflected intensity of each LED band in response to a small 1 nm step change are plotted as a function of film thickness. For a given baseline film thickness, some LED bands will be more sensitive to small changes in thickness than others. This plot shows which of the four included LED bands will be most sensitive to a small change in thickness, and therefore is the best to use for a LUT. The shot noise limit corresponding with the collection of 100,000 electrons (photons) is also shown as a reference. This plot was generated for normal incidence on an IRIS substrate in air. (The colour version of this figure is included in the online version of the journal.)

used for analyzing all other data-sets collected with the same microscope of similar-thickness substrates.

However, in addition to its speed, LUT processing has the additional benefit of being compatible with substrates or configurations that cannot be measured with curve fitting. For example, the spectral response of a 100 nm film when immersed in water is almost a linear monotonic function of wavelength in the visible band. Therefore, the extra scaling and offset parameters $A$ and $B$ used in Equation (5) make it impossible to fit with sufficient accuracy. However, since the baseline oxide thickness is usually
washed with SSC and imaged again. Decreased spot height after dehybridization was clearly observed.

The LUT approach may be used with IRIS substrates over a large range of oxide thicknesses without greatly decreased accuracy. Since this approach only uses the most sensitive LED channel for the given immersion media and film thickness, an illumination source can be found to maximize sensitivity (Figure 3(e)). Indeed, one of the four LEDs included in the existing configuration does acceptably at any chosen thickness (i.e. 30 nm to 1 μm).

4. Conclusions

We have shown that the use of a LUT approximation may be used to process IRIS data 10,000 fold faster yet with similar sensitivity, unlocking a variety of scientific and clinical applications in biomolecular screening that require high-throughput measurement of molecular kinetics. The numerical technique discussed here is applicable to other interference-based biosensors, and the broader family of label-free optical biosensing with spectral measurement.
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